TextHacker: Learning based Hybrid Local Search Algorithm for Text Hard-label Adversarial Attack
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Introduction

DNNs in NLP tasks are known to be vulnerable to adversarial exam-
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