Introduction

Adversarial Examples pose serious threats to security-sensitive ap-
plications, despite the unprecedented progress of Deep Neural Net-
works (DNNs).

Black-box attack can only access the model output, which is more
applicable in real-world scenarios. Among the black-box attacks,
decision-based attack is more challenging and practical due to the
minimum information requirement for attack.

Background: existing decision-based attacks need to restrict adver-
sarial samples on the decision boundary or estimate the gradient at
each iteration, which leading to inefficiency for query.

Related Work

 BoundaryAttack [Brendel et al., 2018] initializes a large perturba-
tion and performs random walks on the decision boundary while
keeping adversarial.
Recent works adopt various gradient estimation strategies to ef-
ficiently optimize the perturbation, such as HSJA [Jianbo et al.,
2020], QEBA [Huichen et al., 2020], GeoDA [Ali et al., 2020], etc.
Surfree [Thibault et al., 2021]: Iteratively construct a circle on the
decision boundary and adopt binary search to find the intersec-
tion of the constructed circle and decision boundary as the adver-
sary without any gradient estimation.

Methodology
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Figure 1: [llustration of the optimization procedure of TA.

e Motivation: At the ¢-th iteration, z, z¢*" and z{¢} can naturally
construct a triangle for any iterative attacks. Could we utilize
such triangle for efficient attack?

 Optimization: Based on the law of sines, To decrease the pertur-
bation (6; > d;+1), we should guarantee m — (o, + ;) < ay.
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Methodology (cont.)

Sampling the 2-D subspace S of frequency space: Thanks to the
generality of the geometric property, we optimize the perturba-
tion in the low frequency space.

Searching the candidate triangle. z, 299V, o and 3; can deter-
mine a triangle to find the next adversarial example z{%}. « is a
learnable angle and we conduct binary search to find the angle g.
Adjusting a: With the same angle 3, a smaller angle o makes it
easier to find an adversarial example while a larger angle « leads
to smaller perturbation. Hence, we increase or decrease the angle

o based on if it leads to adversarial example.

Algorithm

Algorithm 1 Triangle Attack

Input: Target classifier f with parameters 0; Benign sample x with

Output: An adversarial example 2
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ground-truth label y; Maximum number of queries (); Maxi-
mum number of iteration NV for each sampled subspace; Dimen-

sion of the directional line d; Lower bound £ for angle £.
dv

. Initialize a large adversarial perturbation d;
xgd'” =x+090,q=0,t=0,0¢0 =7/2;
while ¢ < () do
Sampling 2-D subspace S; in the low frequency space;
By 0 = max(m — 2a, );
if f(T(ZU, ZIZ‘?dU, ¢ 0, 675,(), St), (9) — f(il?, (9) then
q = q + 1, update a; o
if f(T(CIZ’, CE?dv, ¢ 0, —67570, St), (9) — f(ﬂf, 9) then
q = q + 1, update a4 g
Continue; > give up this subspace
end if
end if
Bio =min(m/2,m — a);
for: =0 — N do > binary search for angle
Biiv1 = (Bei + Bri)/2;
if f(T(f, x?d”, 't gy 575,7;4_1, St), (9) = f(.CIZ‘, (9) then
q = q + 1, update oy ;
if fiT(CC, Cl??dv, g, _Bt,i—l—la St), (9) — f(Cl?, (9) then
5t,z‘+1 — 5t,z'+1, 5t,z'+1 — 5t,7;;
end if
end if
q = q+ 1, update o ;41
end for
xfdt = T (2, 28, oy it1, Brig1,Se), t =t + 1;
end while
return 7%,
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Experiments

Model VGG-16 Inception-v3 ResNet-18 ResNet-101 DenseNet-121

RMSE 01T 005 o001 01 005 001 01 005 001 01 005 001 01 0.05 0.01
OPT 760 385 55 340 170 40 670 360 6.0 515 210 50 515 290 55
SignOPT 940 575 125 505 270 80 845 495 130 690 330 80 695 44.0 10.0
HSJA 925 585 130 325 140 40 8.0 510 125 715 375 120 705 435 105
QEBA 985 86.0 290 785 545 170 980 815 345 940 59.0 205 91.0 66.0 240
BO 96.0 725 170 755 430 100 945 740 160 895 63.0 165 93.0 645 165
GeoDA 9.0 940 350 890 615 235 995 900 305 980 815 220 100.0 845 275
Surfree 95 925 395 875 675 245 985 870 36.0 955 765 270 970 78.0 29.0
TA (Ours) 100.0 95.0 445 96.5 815 30.0 100.0 94.0 515 99.0 885 40.0 995 925 435

(x 1,000)

Number of queries

Table 1: Attack success rate (%) under different RMSE thresholds.
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Figure 2: Attack success rate under various number of query.
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Figure 3: The adversarial examples crafted against Tencent Cloud API.

Conclusion

Propose a novel decision-based attack, called Triangle Attack
(TA), which utilizes the geometric information that the longer
side is opposite the larger angle in any triangle.

Optimize the adversarial perturbation in the low frequency

space generated by DCT with much lower dimensions than the
input space, to significantly improve the query efficiency.
Achieve a much higher attack success rate

within 1,000 queries and need much less

queries for the same attack success rat.

Demonstrate the practical applicability on Ten-
cent Cloud API.




