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Table 1: The untargeted attack success rates (%) of various gradient-based
attacks in the single model setting. Here * indicates the white-box model.

Figure 3: Visualization of loss surfaces along two random directions for two
randomly sampled adversarial examples on the surrogate model (Inc-v3).

Table 2: Comparison of the approximation effect between directly
optimizing the second-order Hessian matrix and using the Finite Difference
Method (FDM) to approximate. "Time" represents the total running time on
1,000 images, and "Memory" represents the computing memory size.

 To the best of our knowledge, it is the first work
that empirically validates that adversarial
examples located in flat regions have good
transferability.

 We propose a novel attack called Penalizing
Gradient Norm (PGN), which can effectively
generate adversarial examples at flat local
regions with better transferability.

 Empirical evaluations show that PGN can
significantly improve the attack transferability
on both normal ly t ra ined models and
adversarially trained models, which can also be
seamlessly combined with various previous
attack methods for higher transferability.

Figure 1: Adversarial examples generated by different methods are
located in different regions on the surface of the loss function.

 Inspired by the observation that flat local minima are correlated with
good generalization in deep learning, we are motivated to explore
whether flat local optima can enhance adversarial transferability.

 Approximate solution:

 Empirical validation:

Assumption: Adversarial examples at flat local region w.r.t. the loss function tends to have better transferability.

 Optimization problem:

Figure 2: The average attack success rates (%) of I-FGSM
and MI-FGSM w/wo the gradient regularization on seven
black-box models. The adversarial examples are generated
on Inc-v3.

 Finite Difference Method:

 Gradient update:

 Generate adversarial examples:
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